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Measuring and improving LLM 
accuracy today is hard



Out of the box accuracy 



Human review is the gold standard… 
but time consuming and expensive



AI based approaches are biased and 
inaccurate

LLM Evaluators Recognize and Favor their 
own generations. Panickssery et al., 2024

Models prefer their own outputs Positional bias Verbosity bias

https://huggingface.co/blog/open-llm-leaderboard-rlhf

https://huggingface.co/blog/open-llm-leaderboard-rlhf


Challenges



Challenges

?



Solution



Accurate, Unbiased evaluation

LLM as a judge Log10 AutoFeedback
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AutoFeedback

Scale human review of LLM output with 
custom AI models



Dataset

● TL;DR dataset (Volske et al., 2017, Stiennon et al., 2020)

● Reddit summaries

● Summary grading task

○ Axes such as coherence, accuracy, coverage and overall scored on a 1-7 

range

○ Qualitative comment / reviewer reasoning 

● Training superset: Subset of 5521 examples

● Test: Different subset of 100 examples

● Detailed rubric



Rubric
You are an evaluator of summaries of articles on reddit. 
You are tasked with grading the summaries for accuracy, 
coherence, coverage and overall.

Coherence
For this axis, answer the question “how coherent is the 
summary on its own?” A summary is
coherent if, when read by itself, it’s easy to understand 
and free of English errors. A summary is
not coherent if it’s difficult to understand what the 
summary is trying to say. Generally, it’s more
important that the summary is understandable than it 
being free of grammar errors.
Rubric:
Score of 1: The summary is impossible to understand.
Score of 4: The summary has mistakes or confusing 
phrasing that make it a bit hard to understand.
Score of 7: The summary is perfectly clear.

Accuracy
For this axis, answer the question “does the 
factual information in the summary accurately 
match
the post?” A summary is accurate if it doesn’t say 
things that aren’t in the article, it doesn’t mix up
people, and generally is not misleading. If the 
summary says anything at all that is not 
mentioned
in the post or contradicts something in the post, it 
should be given a maximum score of 5. (If you
are confused about how to use ‘6’, see the FAQ!)
Rubric:
Score of 1: The summary is completely wrong, 
made up, or exactly contradicts what is written in
the post.
Score of 4: The summary says at least one 
substantial thing that is not mentioned in the post, 
or
that contradicts something in the post.
(Score of 5: The summary says anything, no matter 
how small, that is not mentioned in the post,
or that contradicts something in the post.)
Score of 7: The summary has no incorrect 
statements or misleading implications.



Rubric
Coverage
For this axis, answer the question “how well does 
the summary cover the important information
in the post?” A summary has good coverage if it 
mentions the main information from the post
that’s important to understand the situation 
described in the post. A summary has poor 
coverage if
someone reading only the summary would be 
missing several important pieces of information
about the situation in the post. A summary with 
good coverage should also match the purpose of
the original post (e.g. to ask for advice).
Rubric:
Score of 1: The summary contains no information 
relevant to the post.
Score of 4: The summary is missing at least 1 
important piece of information required to 
understand the situation.
Score of 7: The summary covers all of the 
important information required to understand the
situation.

Overall quality
For this axis, answer the question “how good is 
the summary overall at representing the post?”
This can encompass all of the above axes of 
quality, as well as others you feel are important. If
it’s hard to find ways to make the summary better, 
give the summary a high score. If there are lots
of different ways the summary can be made 
better, give the summary a low score.
Rubric:
Score of 1: The summary is terrible.
Score of 4: The summary is an okay representation 
of the post, but could be significantly improved.
Score of 7: The summary is an excellent 
representation of the post.



Example



Sample model prediction



Synthetic data pipeline

1. Generates synthetic, but statistically probable variations of the grades

2. The self-instruct style prompt instructs the model to understand the reviewer’s grading and 

note-generation process, and encourages diversity in the generated synthetic data

3. Several experiments were run with different iterations of the self-instruct prompt. A blind 

human (!) evaluation was performed to select the best-performing one.

4. In post-processing, semantically similar generations with a vector similarity > 0.85 were 

considered duplicates and one of the pairs was removed from the final dataset



Synthetically generated examples



Synthetic data pipeline

● Model selection

○ Claude-2 > GPT4 for synthetic data generation in this use case

● Cost

○ $0.019 per accepted synthetic examples

○ $0.66 for human annotations

■ 2 minutes / examples at $20/hr => 35x cost savings



Experiments

1. Models trained on Worker (i.e., individual human reviewer) specific examples vs. models that 

aggregated examples across workers

2. Effect of number of ICL examples included in the prompt

3. Effect of the base model used: GPT4 vs. Claude-2 vs. GPT-3.5-turbo

4. Effect of fine-tuning the model

5. Comparison of models trained on real human reviewer data vs. models trained on bootstrapped 

synthetic data from a much smaller set of real data. We fine-tuned AutoFeedback models using 

the synthetic data.
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Results



1. Worker level vs. aggregate



~8-10% reduction in absolute error when going from aggregate level to worker specific ICL for GPT4 and GPT-3.5.

n=1424



2. Number of few shot examples used



For ICL, we found the performance to saturate at around 5 examples. The effect persisted even with longer context 
length models such as Claude-2



3. Model comparison
GPT4 > Claude-2 > GPT-3.5 (abs errors were 1.2, 1.33, and 1.45 respectively)

4. Fine tuning > ICL
Fine tuning improved accuracy over ICL by 32% (Abs error: 1.45 -> 0.99) on aggregate and by 39% 
(Abs error: 1.32 -> 0.81) on worker level

5. Sample efficiency / Bootstrapping
Bootstrapping from 50 seed examples to 600 synthetic examples we can get within 0.045 points (6%) 
of the absolute error of as if having had 1000 labeled examples



Absolute error goes from 1.123 to 0.855 as numbers of bootstrapped examples are increased from 0 to 600.
Without self-instruct, with 50 labeled examples the absolute error is 1.05, so we’re able to reduce the absolute error by another 0.195 by using self-instruct 
(bootstrapped data + fine-tuning),



Error analysis of the bootstrapped self-instruct model with 600 synthetic examples vs. baseline on GPT-4 with 50 examples.



Accuracy of hybrid evaluation models gets better 
going from

1. aggregate to worker specific models,
2. GPT3.5 to GPT4,
3. using ICL only to fine-tuned models, and
4. no bootstrapping to using bootstrapped 

data for fine-tuning.

Overall,
● absolute error went from 1.5 to 0.81 (46% 

reduction)
● RMSE went from 2.12 to 1.16 (45% 

reduction)

Results 
summary

https://arjunbansal.substack.com/p/hybrid-evaluation-scaling-human-feedback

https://arjunbansal.substack.com/p/hybrid-evaluation-scaling-human-feedback
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Open source LLMs match GPT-4 & GPT-3.5 FT

● Extension to fine-tuned 
open source review models

● Mistral-7B & Llama-70B-
chat can surpass GPT-4 
and match GPT-3.5 fine-
tuning accuracy

https://arjunbansal.substack.com/p/scaling-

human-feedback-with-fine

https://arjunbansal.substack.com/p/scaling-human-feedback-with-fine
https://arjunbansal.substack.com/p/scaling-human-feedback-with-fine


Results on news dataset

LLM as a judge
r2 = -0.07

Log10 AutoFeedback
r2 = 0.53
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Deploying in Production



Where Log10 fits



System
architecture



Use AutoFeedback to measure and 
improve LLM accuracy
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Improving model accuracy via prompt optimization

● Feedback data used to increase 
accuracy by up to 20 F1 points 
with as few as 10-20 examples 
via Log10’s Prompt Engineering 
Copilot/DDAI

● Roadmap: Model fine-tuning, 
comparison & distillation

https://log10.io/case_studies/echoai

https://log10.io/case_studies/echoai
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Demo



Getting started

1. Log10 platform walkthrough
a. https://log10.io (free signup!)
b. Python SDK: 

https://github.com/log10-
io/log10

1. https://github.com/log10-io/log10-
cookbook/

a. Collecting and automating 
feedback on a 
summarization task

b. Feedback on a generative 
writing task

https://log10.io
https://github.com/log10-io/log10
https://github.com/log10-io/log10
https://github.com/log10-io/log10-cookbook/
https://github.com/log10-io/log10-cookbook/
https://github.com/log10-io/log10-cookbook/blob/main/examples/How_to_collect_feedback_for_summaries_and_generate_autofeedback.ipynb
https://github.com/log10-io/log10-cookbook/blob/main/examples/How_to_collect_feedback_for_summaries_and_generate_autofeedback.ipynb
https://github.com/log10-io/log10-cookbook/blob/main/examples/How_to_collect_feedback_for_summaries_and_generate_autofeedback.ipynb
https://github.com/log10-io/log10-cookbook/blob/main/examples/How_to_collect_feedback_for_generative_writing.ipynb
https://github.com/log10-io/log10-cookbook/blob/main/examples/How_to_collect_feedback_for_generative_writing.ipynb


Next steps / Ongoing work

1. Generalizing to new tasks and use cases automatically

2. Automating self-instruct prompt creation



40

Arjun Bansal
arjun@log10.io

LLM for Engineers substack 
https://arjunbansal.substack.com

X: @coffeephoenix

Try AutoFeedback on your LLM use cases
for free (for a limited time)

at log10.io!

https://www.linkedin.com/in/arjunbansal/
mailto:arjun@log10.io
https://arjunbansal.substack.com
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