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Problem: Challenges in task specific evaluation of LLM applications
Solution: AutoFeedback
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Measuring and improving LLM
accuracy today is hard



Out of the box accurac

Airline held liable for its chatbot giving
passenger bad advice - what this means
for travellers

23 February 2024 « Share
By Maria Yagoda, Features correspondent
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Powered by ChatGPT | E Chat with a human Powered by ChatGPT | E Chat with a human

rate.
Please confirm all information with the dealership. 3:41 PM

Chevrolet of Watsonville Chat Team: Chevrolet of Watsonville Chat Team:

== Understand. And that's a legally binding
offer - no takesies backsies.

== Welcome to Chevrolet of Watsonville!
Is there anything | can help you with
today?

3:41PM

Chevrolet of Watsonville Chat Team:

=B That's a deal, and that's a legally
binding offer - no takesies backsies.
3:41 PM

®, Chat Q, Helpdesk
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Does Gary Marcus have a heartbeat?

‘S Sources

Heartbeat (TV Series 1992-
2010) - “Cast” credits - IMDb

: w enwikipedia - 2 = substack - 3
@ imdb - 1

Gary Marcus - Wikipedia Gary Marcus | Substack

IﬂSI Answer

Based on the search results provided, there is no information indicating
whether Gary Marcus has a heartbeat or not. The search results focus on
providing biographical details about Gary Marcus, his academic and
professional background, as well as his views and criticisms on artificial
intelligence.

None of the search results contain any information about whether Gary
Marcus has a heartbeat or not. The only mention of a "Gary" in the search
results is in the IMDb cast credits for the TV series "Heartbeat", where a
character named "James Marcus" is listed. However, this is a different person
and not the same Gary Marcus being discussed.

Since the provided search results do not contain any information relevant to
answering whether Gary Marcus has a heartbeat, | do not have enough
information to definitively answer this question. The search results simply do
not address this specific detail about Gary Marcus.

@ Ask follow-up @ Po 1



Human review is the gold standard...
but time consuming and expensive

% of Al Adopters Indicating Evaluation Approach Used

B80%
66%
60%
45%
40%
30%
26%
22%

20% 17%

0%

Human review Internal tools/metrics Data collection from users LLM evaluation of LLMs External software Academic benchmarks

© 2023 Menlo Ventures



Al based approaches are biased and
inaccurate

Models prefer their own outputs Positional bias Verbosity bias
107 : Model Histogram of Ratings - GPT4 Eval, Likert Scale 100
0.9+ ‘ © Llama 2 1600 = . G]:l‘-4
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g & A Self-recognition (N=10) & £ Human mix.
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Out-of-domain 0 | SuperNI
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0 1 2 3 4 5 6 7 8 Avg. # of Unique Tokens in Response
%0001 02 03 04 05 06 07 08 0910 Het e
Self-recognition score
LLM Evaluators Recognize and Favor their https://huggingface.co/blog/open-lim-leaderboard-rlhf

own generations. Panickssery et al., 2024


https://huggingface.co/blog/open-llm-leaderboard-rlhf
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Solution

Accuracy

Log10 Auto Feedback

Human review .
solution

Stock model based
evaluation

Speed
Value



Accurate, Unbiased evaluation

o Summary Coverage Evaluation
Summary Coverage: 3-shot prediction

Predicted Score

Human Score

LLM as a judge Log10 AutoFeedback



AutoFeedback

Scale human review of LLM output with
custom Al models




Dataset

e TL;DR dataset (Volske et al., 2017, Stiennon et al., 2020)
e Reddit summaries
® Summary grading task
O Axes such as coherence, accuracy, coverage and overall scored on a 1-7
range
O Qualitative comment / reviewer reasoning
® Training superset: Subset of 5521 examples
e Test: Different subset of 100 examples

e Detailed rubric



Rubric

You are an evaluator of summaries of articles on reddit.
You are tasked with grading the summaries for accuracy,
coherence, coverage and overall.

Coherence

For this axis, answer the question “how coherent is the
summary on its own?” A summary is

coherent if, when read by itself, it's easy to understand
and free of English errors. A summary is

not coherent if it's difficult to understand what the
summary is trying to say. Generally, it's more
important that the summary is understandable than it
being free of grammar errors.

Rubric:

Score of 1: The summary is impossible to understand.
Score of 4: The summary has mistakes or confusing
phrasing that make it a bit hard to understand.

Score of 7: The summary is perfectly clear.

Accuracy

For this axis, answer the question “does the
factual information in the summary accurately
match

the post?” A summary is accurate if it doesn’t say
things that aren’t in the article, it doesn’t mix up
people, and generally is not misleading. If the
summary says anything at all that is not
mentioned

in the post or contradicts something in the post, it
should be given a maximum score of 5. (If you

are confused about how to use ‘é’, see the FAQ!)
Rubric:

Score of 1: The summary is completely wrong,
made up, or exactly contradicts what is written in
the post.

Score of 4: The summary says at least one
substantial thing that is not mentioned in the post,
or

that contradicts something in the post.

(Score of 5: The summary says anything, no matter
how small, that is not mentioned in the post,

or that contradicts something in the post.)

Score of 7: The summary has no incorrect
statements or misleading implications.



Rubric

Coverage

For this axis, answer the question “how well does
the summary cover the important information

in the post?” A summary has good coverage if it
mentions the main information from the post
that’s important to understand the situation
described in the post. A summary has poor
coverage if

someone reading only the summary would be
missing several important pieces of information
about the situation in the post. A summary with
good coverage should also match the purpose of
the original post (e.g. to ask for advice).

Rubric:

Score of 1: The summary contains no information
relevant to the post.

Score of 4: The summary is missing at least 1
important piece of information required to
understand the situation.

Score of 7: The summary covers all of the
important information required to understand the
situation.

Overall quality

For this axis, answer the question “how good is
the summary overall at representing the post?”
This can encompass all of the above axes of
quality, as well as others you feel are important. If
it's hard to find ways to make the summary better,
give the summary a high score. If there are lots

of different ways the summary can be made
better, give the summary a low score.

Rubric:

Score of 1: The summary is terrible.

Score of 4: The summary is an okay representation
of the post, but could be significantly improved.
Score of 7: The summary is an excellent
representation of the post.



Example

Original Post Summary Grades MetaData

| just came back from the airport where | said goodbye to my girlfriend of 4 months. She {text":' My girlfriend and | are {'overall: 4,0, ‘'title": "Me [19 M] and my

is going back to her home country to start university and | am going far abroad for a setting up our lives fora ‘accuracy': girlfriend [20 F] of 4 months,

university exchange which lasts 12 months. This is not a break-up because we still very separation and | feel lonely and 6.0, just said goodbye and won't

much want to be together but because of important things going on in our lives, that scared and sad without her.} ‘coverage': see each other for 6-12

gets complicated. 4.0, months. We are deeply in
'coherence": love and I'm having a hard

There is a chance that we could see each other around Christmas time, so about 6-7 7.0, time staying emotionally

months from now, but that is still incredibly far away and | don't know how to deal with '‘compatible': intact during this transition

such a long wait or this situation as a whole. None} into a LDR.", 'subreddit":

‘relationships’, 'site': None,
Of course | can only speak from my side, but | know that we are both deeply in love with ‘article’: None}, 'split': 'valid1’,

each other but the foreseen (yes, we knew this was going to happen) circumstances
mean that we both have to start one of the most important parts of our lives and go our
separate ways.

We're both very excited to be starting the things we are, but at the same time extremely
sad to be leaving each other {almost unbearahly so).

It's hard to explain exactly why our relationship works so well but | want to know what |
can do now. We are going to continue to be in touch and hope to start again some day (in
any form, be it as a couple or just good friends). | told her just before | let her go that
we're just putting this all on 'pause’, not stopping it completely - kind of like a video tape. |
hope this is realistic and I'm a bit scared and feel sort of lonely now without her
constantly around.

| need tips on how to effectively stay in touch and keep this going please, as well as
some help on keeping my chin up during this crappy time.



Sample model prediction

Ground truth Model owtput Absolute Difference

coverage 4 4 4]
accuracy & F i 1
overall 4 5 1
coherence 7 4 3

RMSE= 1.6583123951777

Abs error= 1.25

Ground truth note: true but it can be also understood as they broke up

it is not guite clear what is geing on

Model ocutput note: The summary accurately captures the main points of the post, but could be more coherent and provide more coverage of the important informatiom.



Synthetic data pipeline

1. Generates synthetic, but statistically probable variations of the grades

2. The self-instruct style prompt instructs the model to understand the reviewer’s grading and
note-generation process, and encourages diversity in the generated synthetic data

3. Several experiments were run with different iterations of the self-instruct prompt. A blind
human (!) evaluation was performed to select the best-performing one.

4. In post-processing, semantically similar generations with a vector similarity > 0.85 were

considered duplicates and one of the pairs was removed from the final dataset



Scores

{'overall': 1, 'accuracy': 1, ge':

Synthetic Summaries

1, 'coherence': 1,' compatible®: 1}

{'overall': 3, 'accuracy': 4, 'coverage':
3, 'coherence': 1,' compatible": None}

{overall: 3, Y2, ge':

{ y": "In a long di Girlfriend
going back home to start university, I'm going abroad. We
still want to be together but it's complicated. Going to try to
stay in touch. I'm having a hard time dealing with this
transition."}

"Summary": "My girlfriend (20F) and | (19M) have been
dating for 4 months. We are deeply in love but now going
separate ways for uni for 6-12 months. We still want to be
together and are putting this on 'pause’, not ending it. I'm
having a hard time and need tips on staying in touch during
this long distance transition."

3, 'coherence': 1, ' compatible': None}

{ y": "My girlfriend (19f) and | (19m) have been
dating for 5 months. I'm away for work for 3 months. | fully
trust her but still feel uneasy about losing her."}

{'overall: 3, y' 4, ge':
3, 'coherence': 1,' compatible": None}

overall: 5, .4, ge'

{ y": "My girlfriend (20F) and | (19M) have been
dating for 4 months. We are deeply in love but now going
separate ways for uni for 6-12 months. We still want to be
together and are putting this on 'pause’, not ending it. 'm
having a hard time and need tips on staying in touch during
this long distance transition."}

{ y": "I [19 M] and my girlfriend [20 F] of 4 months

5, 'coherence": 5,' compatible":
None}

said goodbye as we go abroad for uni. We're deeply in love
but have to be apart for 6-12 months. We hope to continue
our relationship someday, just putting it on pause, not
ending it. I'm having a hard time with this transition to long
distance.}

{overall: 7, % 574 8
7, 'coherence': 7,' compatible': None}

{ y": "My girifriend (20F) and | (19M) are deeply in
love but going separate ways for uni for 6-12 months. We
hope to i our {{ but need tips on

SyntheticReasoning

{"note": "The summary
representation style aligns with that
of the user's."}

{"note": "The summary accurately
captures the key details and
relationship status while matching
the original tone and purpose."

}

{"note": "The summary matches the
user's conversational style and word
count while maintaining semantic
accuracy.'}

{"note": "The summary accurately
captures the key details and
relationship status while matching
the original tone and purpose.”

}

{note": "The summary conveys the
key details while matching the
original tone and length."}

{"note": "The summary aims to
match the user's conversational
style while covering key details

staying in touch during this long di: “}

v}

Synthetically generated examples

Human -Evaluations

Poor Summary , Correct Scoring -
Corresponding to 1

Slight Improvement , Score makes sense

Age is accurate , Still not easy to
decipher, scores makes sense.

Accurate , Covers most but not well
structured

Feels something is missing. Still Scores
make sense.

Eends up asking advice as per original
post hence a 7 in all aspects _ - Note also
explains well. - Age is accurate



Synthetic data pipeline

® Model selection

O Claude-2 > GPT4 for synthetic data generation in this use case
e Cost

o $0.019 per accepted synthetic examples

o $0.66 for human annotations

m 2 minutes / examples at $20/hr => 35x cost savings



Experiments

1. Models trained on Worker (i.e., individual human reviewer) specific examples vs. models that
aggregated examples across workers

Effect of number of ICL examples included in the prompt

Effect of the base model used: GPT4 vs. Claude-2 vs. GPT-3.5-turbo

Effect of fine-tuning the model

AR S R

Comparison of models trained on real human reviewer data vs. models trained on bootstrapped
synthetic data from a much smaller set of real data. We fine-tuned AutoFeedback models using

the synthetic data.



Results

21



1. Worker level vs. aggregate



~8-10% reduction in absolute error when going from aggregate level to worker specific ICL for GPT4 and GPT-3.5.

1.50

1.00

Absolute error

0.50

0.00

gpt-4 gpt-4 gpt-3.5-turbo gpt-3.5-turbo
Aggregate Worker Specific ICL Aggregate Worker Specific ICL n=1424



2. Number of few shot examples used



For ICL, we found the performance to saturate at around 5 examples. The effect persisted even with longer context
length models such as Claude-2

Comparison of GPT-3.5 and GPT-4

1.40 s —&— GPT-3
—$— GPT4

1.35

1.30

1.25

1.20

Absolute Error

1.15

1.10

1.05

Number of Annotations



3. Model comparison

GPT4 > Claude-2 > GPT-3.5 (abs errors were 1.2, 1.33, and 1.45 respectively)

4.Fine tuning > ICL

Fine tuning improved accuracy over ICL by 32% (Abs error: 1.45-> 0.99) on aggregate and by 39%
(Abs error: 1.32 -> 0.81) on worker level

5. Sample efficiency [ Bootstrapping

Bootstrapping from 50 seed examples to 600 synthetic examples we can get within 0.045 points (6%)
of the absolute error of as if having had 1000 labeled examples



Absolute error goes from 1.123 to 0.855 as numbers of bootstrapped examples are increased from 0 to 600.
Without self-instruct, with 50 labeled examples the absolute erroris 1.05, so we're able to reduce the absolute error by another 0.195 by using self-instruct

(bootstrapped data + fine-tuning),

Comparison of hybrid evaluation with and without self-instruct
B Self-instruct [} GPT-4

1.2
1.0
S
@
9 0.8
=]
o}
[ 7]
e
<
0.6
0.4
0->0 5->35 10->105 25->270 50->370 50->600

# seed annotations -> # bootstrapped examples



Error analysis of the bootstrapped self-instruct model with 600 synthetic examples vs. baseline on GPT-4 with 50 examples.

Comparison of GPT-4 and Self-Instruct evaluation model

! ! B GPT-4
nall L EEE Selfnstruct

#lnstances

25
20
15
10
| ll l
'™ |
0 0.0 0.25 05 075 1.0 - 225 25 275

1.25 15 1.75 2.0
Absolute Error Bins



R es u I t s Error between hybrid eval model and ground truth human eval

W Abserror [l RMSE

summary

Accuracy of hybrid evaluation models gets better
going from
1. aggregate to worker specific models,
2 GPT3.5 to GPT4,
3.  using ICL only to fine-tuned models, and
4 no bootstrapping to using bootstrapped
data for fine-tuning.

Overall,
° absolute error went from 1.5 to 0.81 (46%
reduction)
° RMSE went from 2.12 to 1.16 (45%
reduction)

https://arjunbansal.substack.com/p/hybrid-evaluation-scaling-human-feedback



https://arjunbansal.substack.com/p/hybrid-evaluation-scaling-human-feedback

Open source LLMs match GPT-4 & GPT-3.5 FT

RMSE and Abs Error

e Extension to fine-tuned
B RMSE | Abs Error
open source review models
e Mistral-7B & Llama-70B-
chat can surpass GPT-4
and match GPT-3.5 fine-

tuning accuracy

GPT3.5 Mistral 7B LLama-2 70B
Fine-tune instruct Fine-tune  chat Fine-tune
LoRA glora

https://arjunbansal.substack.com/p/scaling-

human-feedback-with-fine



https://arjunbansal.substack.com/p/scaling-human-feedback-with-fine
https://arjunbansal.substack.com/p/scaling-human-feedback-with-fine

Results on hews dataset

gpt-4o0 Logprobs Our Method (Lower Computation)

Predicted Feedback
w

Predicted Feedback
;S

w

N

(=1

1 2 3 4 5 6 7

1 ¥ 2 3 4 5 6 7
Human Feedback

Human Feedback

LLM as a judge Log10 AutoFeedback
2 =-0.07 r#=0.53



Deploying in Production



Where Logl0 fits

o ————— i —

LLMops

Logging
Debugging
Evaluation

.

Your LLM
Application

Summarization
Categorization
Translation
Q&A system
Chatbot
Agent

One line integration
e.g. log10(openai)

Langchain
Llamalndex

Magentic

ANTHROP\C
*l [ ]
Gemini

ﬁ MISTRAL
AT_

< databricks

WA mosaic™*

e N e N

\ / \ / \
Vol Vi |
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L L |
| | Collect humanfeedback | | Prompt Engineering ]

: : Scale review : : Copilot :

[ | 11 Fine-tuning |
/ \ /] \ /
/ \ / \ /
7 \\ ________ ’/ \\ _________ 7

@ Openal aws

/ A Azure
2 Google Cloud

together.ai
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¢y Modal
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Cloud Infrastructure

YN CoreWeave

\ #l» Crusoe Cloud/



System

architecture

O
O

end user

——— e - ——

Al model Customer g N
LLM APIs ! \
OpenAl GPT | I
Anthropic Claude | model |
Google Gemini Fine-tune Al model I management I
with curated dataset —'7 (accuracy, I
I cost) I
| |
| |
| |
| |
| |
| |
Feedback from human | |
helps
AN > / O 1. Curate dataset for fine-tunin —H —’ dalas‘et !
/- . < > g Q 2. Train AutoFeedback ¢ N curation I
Al generated Human reviewer (quality score; correction) | |
response A | I
| | I PO I
! ! | (i) |
‘ | . | e |
‘ \ AutoFeedback augmented review | |
~ 1. Triage what needs review AutoFeedback
£ _ = ! T 2. Monitor/Alert A " model |
L I 4 ‘ 3. Assisted score or correction | A |
\ \ | /
Self hosted model ‘ \ | /
Meta Llama2 \ ~———d -7
Mistral Mixtral L Inference: )
Databricks Dbrx —_—— e ————— ] C e e —— _

Domain specific models

"7 AutoFeedback on Al output




Use AutoFeedback to measure and

improve LLM accuracy

AF use cases

Almodel

N%

LLM APIs
OpenAl GPT
O Anthropic Claude
Google Gemini

Self hosted model
Meta Llama2
Mistral Mixtral
Databricks Dbrx

end user

Domain specific models

Moenitoring / Analytics
Preset
DataDog

Tableau
4 MixPanel
Amplitude

PostHog
Segment

Triage / Alerting
Log10 SDK into
customer app

Al feedback

o ————

’ ~. TN
[ 2
/ v \
I e |
> ~ Prompt Improvement
| Log10 | DSPy
\  AutoFeedback /
N 7/

N

Fine-tuning
OpenAl FT API

\> Databricks

Together
Lamini

RLAIF
AWS [ Azure | GCP

\9 Crusoe [/ OCI

Log10 AutoTune

_
Accuracy Improvement of Al Model




Improving model accuracy via prompt optimization

Test Accuracy (Categorization)

® Feedback data used to increase
accuracy by up to 20 F1 points
with as few as 10-20 examples
via Log10’s Prompt Engineering
Copilot/DDAI

® Roadmap: Model fine-tuning,

comparison & distillation

Fine Tune


https://log10.io/case_studies/echoai

Demo

37



Getting started

1. Log10 platform walkthrough

a.
b.

https://log10.io (free signup!)
Python SDK:
https://github.com/log10-

io/log10

1. https://github.com/log10-io/log10-

cookbook/

a.

Collecting and automating
feedback on a
summarization task
Feedback on a generative

writing task

Feedback
Feedback Tasks

Inbox

Added Kind Task
1 minute ago e ATASK_NAME:twain-SDK-test5
13 minutes ago e 7\ TASK_NAME:twain-SDK-test4
13 minutes ago Prg /1 TASK_NAME:twain-SDK-test4
13 minutes ago Fad A TASK_NAME:twain-SDK-test4
3 days ago e A1Summary grading task
3 days ago =g A1Summary grading task
3 days ago =g /'Summary grading task

Feedback stream

Added Owner Log(s)
1 minute ago *‘”.‘ ACreate a outbound sales message for Linkedin for C..
13 minutes a... i@ 7\Create a outbound sales message for Linked|n for C...
3 days ago *"x ACreate a concise summary of the following article
3 days ago & ACreate a concise summary of the following article Ne..
3 days ago ﬂ’.\ ACreate a concise summary of the following article Ne...
Jdaysage Create a concise summary of the following article M...
3 days ago "@"’ A Create a concise summary of the following article Ne...

P
3 days ago A ACreate a concise summary of the following article Ne..
3 days ago Z\Create a concise summary of the following article Ne..
3 days ago Z1Create a outbound sales message for Linkedin for C...
4 days ago ACreate a outbound sales message for Linkedin for C..
A

4 days ago "" 7Create a outbound sales message for LinkedIn for C...
1 week ago 7ICreate a outbound sales message for Linkedin for C...
1 week ago - ACreate a outbound sales message for Linkedin for C.
1 woalk ann .:".\_ AV are a rnetamaer ciinnnrt anant far a tacrh Ccomnan

el

Ac

Ac

AcC

ATH

Task

TASK_N

TASK_N

Summar

Summar

Summar

Summar

Summar

Summar

Summar

TASK_N

TASK_N

TASK_N

Twain-S|

New Feedback for 25¢197ef-2d36-4c48-b6bb-9b67d5439d3c

D 25¢197ef-2d36-4c48-b6bb- (]
9b87d5439d3c

Status + Success

Date May 03 2024, 11:40:12 AM

Owner Arjun Bansal

® twain-SDK-t... ® solution: W...

® Creative ® Email ® Create inte...

Tags
@ problem: Cu... © results: Im...
# Introductio... ® 6bc53fdd-c7...
Model gpt-4-turbo
Duration 8s
= Content |} Hyper parameters Session <[> Call stack
user

Create a outbound sales message for Email for Introduction with the
goal of Create interest. The tone should be Creative. The company
name is Log10. The problem they are tacking is Currently most LLM
apps are inaccurate limiting user adoption. Their solution is We help
you measure and improve accuracy of LLM apps. The results you can
expect are Improve accuracy by 10-20 F1 points.Remember Linkedin
connection requests need to be 300 chars or shorter.

assistant
Subject: ~ Boost Your LLM Apps’ Accuracy with Log10!
Hi [Name],

Imagine your LLM apps but turbocharged for precision! % At Log10,
we've turned the science of accuracy enhancement into an art. Most
LLM apps struggle to win users due to poor accuracy — that's where
we transform the game.

With our solution, you can expect to jJump your accuracy scores by 10-
20 F1 points! Intrigued? Let's explore how we can elevate your
applications and delight your users!

Looking forward te chatting more,
[Your Name]

Feedback

TASK_NAME:twain-SDK-test5

Click here for more information about the
TASK_NAME:twain-SDK-test5 task
CHANNEL Email

None

CHANNEL Linked In

None

USE CASE Connect Request

None

USE CASE Introduction

None

USE CASE Reply

None

USE CASE Follow Up

None

GOAL Check Relevancy

None

GOAL Book A Call

None

GOAL Create Interest

None

TONE Informal

None

TONE Direct

None

TONE Creative

None

TONE Bold

None

Comments...

=

%


https://log10.io
https://github.com/log10-io/log10
https://github.com/log10-io/log10
https://github.com/log10-io/log10-cookbook/
https://github.com/log10-io/log10-cookbook/
https://github.com/log10-io/log10-cookbook/blob/main/examples/How_to_collect_feedback_for_summaries_and_generate_autofeedback.ipynb
https://github.com/log10-io/log10-cookbook/blob/main/examples/How_to_collect_feedback_for_summaries_and_generate_autofeedback.ipynb
https://github.com/log10-io/log10-cookbook/blob/main/examples/How_to_collect_feedback_for_summaries_and_generate_autofeedback.ipynb
https://github.com/log10-io/log10-cookbook/blob/main/examples/How_to_collect_feedback_for_generative_writing.ipynb
https://github.com/log10-io/log10-cookbook/blob/main/examples/How_to_collect_feedback_for_generative_writing.ipynb

Next steps [ Ongoing work

1. Generalizing to new tasks and use cases automatically

2. Automating self-instruct prompt creation




Try AutoFeedback on your LLM use cases
for free (for a limited time)
at log10.io!

LLM for Engineers substack

40

X: @coffeephoenix


https://www.linkedin.com/in/arjunbansal/
mailto:arjun@log10.io
https://arjunbansal.substack.com
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